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Abstract 

 
The Ministry of Public Works and Public Housing (PUPR) 

undertook a traffic survey to ascertain the total number of cars 

and classify them using the Bina Marga vehicle categorization. The 

survey has so far been carried out manually. As a result, surveys 

need a significant amount of time and money to complete. 

Furthermore, as the survey scope expands, so will the demand for 

surveyors. As a result, a substitute that can carry out the survey 

procedure automatically and with acceptable accuracy is required. 

One possibility is to employ deep learning technology to detect 

and classify automobiles that can be used in apps. The program is 

developed as a web application that displays a summary of vehicle 

calculations and accepts video data from traffic cameras. The deep 

learning model utilized is YOLOv4, which has been trained to 

detect vehicle classifications such as Bina Marga vehicle types. 

The model was trained and tested on the Google Collab 

platform with Python and the Darknet framework. The YOLOv4 

and Deep SORT approach with custom dataset achieved a 

reasonable accuracy of 67.94%, considering the limited 1000 

photos used to train the model. 
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 INTRODUCTION 
 

A traffic study was undertaken at the Ministry of Public Works 

and Public Housing (PUPR) by determining the total number of 

cars and categorizing them according to the Bina Marga vehicle 

categorization. The Ministry of PUPR incorporates traffic survey 

data into policy planning and report preparation. So far, surveyors 

have calculated and classified automobiles in traffic surveys 

manually, watching one vehicle lane on-site or using Closed-

circuit Television (CCTV) camera recordings. Given the time and 

money spent on each survey for computation and categorization, 

as well as the creation of a traffic survey report document, the 

manual traffic survey procedure is expensive. 

Furthermore, there is a considerable risk of inaccuracies in 

the computation and categorization of cars produced by the 

Surveyors are required to identify and count various 

vehicle classifications at the same time. It displays the 

vehicle classes, which are employed as detection classes in 

this investigation. Vehicle identification and tracking is a 

typical challenge with many applications. 

Understanding traffic flow may help government and private 

establishments improve infrastructure for everyone's 

convenience. A road widening project's timetable 

 
Analyzing traffic is crucial for projects like traffic lights and 

parking lot building. Traditionally, identification and tracking have 

been done manually. A person will count the number and kind of 

automobiles at a certain location. Sensors have been introduced, 

although they solely address counting issues. Sensors will not 

identify the vehicle type. 

 

This paper proposes an alternate technique of traffic survey that 

might potentially lessen reliance on human surveyors by utilizing 

deep learning principles such as object identification, categorization, 

and tracking. A website-based application that conducts object 

detection, classification, and computation was presented to assist 

analyze the YOLOv4 and Deep SORT technique results using the 

dataset from CCTV mounted on the roadway. 

YOLOv4 is employed despite the presence of YOLOv5 due to its 

superior performance attributes and shorter training time. Deep 

SORT was chosen because it has an average Multiple Object 

Tracking Accuracy (MOTA) of 68.7% and offers faster 

identification and tracking. 

The web application will be able to take video files and upload 

them over an API for processing by the server at Google Collab. 

The server would then begin the detection, categorization, 

tracking, and counting of the video using YOLOv4. The Deep 

SORT technique requires that the YOLOv4 model be translated 

after training and utilized in the TensorFlow environment. 
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METHOD 
 

The research is carried out by creating an application that 

counts the number of cars by category at predetermined 

intervals. To detect specific vehicle classifications, a 

custom-trained deep learning model is required. As a result, 

the YOLOv4 model will be trained to recognize 12 vehicle 

classes based on Bina Marga vehicle types before being 

applied in an application that uses object tracking 

technologies like Deep SORT. The program will be able to 

receive video input and output the counting results as a file 

that can be seen when the item counting procedure is done. 

Following that, a separate assessment will be 

performed for object recognition and counting. Object 

detection will be evaluated using the Mean Average 

Precision (MAP) of the 1000th iteration during training. 

Vehicle counting, on the other hand, will be tested by 

comparing the results of manual vehicle counting to those 

of the installed application. The following are the actions 

taken throughout this research. 

 

Dataset Collection 

It is necessary to collect data that will be used as training 

data to develop a deep learning model with specific 

classes. The information will be provided as photographs 

of roadways, which will be utilized to analyze the input 

data. This information is obtained by manually capturing 

or acquiring images from video recordings of cars sliced 

into frames. 

We obtained CCTV video from various locations of 

Indonesia that may be utilized to generate the dataset from 

local traffic survey websites. A dataset in jpg format is 

built from many frames of video streaming and then 

compiled as a dataset for the YOLOv4 deep learning 

model. 

 

Dataset Annotation 

To prepare the dataset for YOLOv4, jpg photos are 

manually searched for automobiles in frame and tagged 

with Labeling, as illustrated in Figure 1. The annotation 

tool already has a setting for YOLOv4 labels and 

bounding boxes. Figure 1 illustrates an annotated dataset 

image. 

The datasets collected will be divided into three 

categories: training, validation, and testing datasets. 

According to Dobbin and Simon, deep learning utilizes a 

train-test split on its datasets in order to avoid overfitting 

and generalize the learning process to scenarios that are 

not visible in future contexts. 

The train-test split technique ratio that is frequently used 

is 90-10. However, the dataset is separated into 

three sections (training, validation, and testing), 

resulting in an 80-10-10 ratio. 

 

Model Training 

The Darknet framework is used for model training, 

along with a pre-trained YOLOv4 model that can use 

a custom dataset and classes. The model is trained to 

correctly recognize each class using annotated 

photographs in a dataset, classifying the training as 

supervised learning. As a result, a collection of 

hyperparameters are necessary to design the training 

process, allowing the model to generate parameters 

that are appropriate for the dataset. The 

hyperparameters employed in this investigation are 

listed in Table 2. 

Width and height are resolutions that will be used to 

determine the target picture height after down 

sampling. Max batches specifies the maximum 

number of model training iterations. Max batches is 

determined using the formula classes x 2000, with a 

minimum of 6000. Filters represent the number of 

kernels used in each picture convolution layer. The 

value of filters is computed using the following 

formula: (number of classes + 5) x 3. 

Finally, steps change the learning rate when the 

number of batches approaches the step's value. For 

example, the steps are 500 and 1000. The learning rate 

improves as the batch approaches 500 or 1000. The 

number of steps is between 80% and 90% of the 

maximum number of batches. 
 

 

Figure 1. Annotation result of dataset image 
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  Hyperparameter Value  
 

width 416 

height 416 

Max batches 24000 

filters 51 

  steps  19200, 21600  

 

Table 2. Hyperparameters for model training 

 
Determining Confidence Threshold 

The confidence threshold is a value used to determine 

whether or not detection is shown, and it is calculated using 

confidence, which is a proportion of the chance that the item 

is properly categorized. The True Positives and True 

Negatives ratio may be used to calculate the confidence 

threshold, which is a parameter in detection frameworks 

like Darknet. Using Darknet's functionality of presenting 

mAP after 1000 iterations, the True Positives and True 

Negatives are presented with the mAP. 

 
 

Perform Vehicle Counting and Measure the 

Accuracy 
 

To determine how accurate the application's counting result 

is, an estimation error or percentage error is utilized to 

quantify the difference (by percentage) between the 

application's counting result and the manual one. The 

application's counting result is utilized as the Approximate 

Value (A), while the manual counting result is used as the 

Exact Value (E), with the estimate error formula given in 

(1). 

 
(1)𝐸𝑟𝑟𝑜𝑟 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 

|𝐴𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 𝑉𝑎𝑙𝑢𝑒 − 𝐸𝑥𝑎𝑐𝑡 𝑉𝑎𝑙𝑢𝑒|   
|Exact Value| 

 

The percentage error might be subtracted from 100 to 

represent the percentage of correctness in order to determine 

the accuracy of the counting result. To achieve the greatest 

results, this technique of counting accuracy should be 

used with a movie that the PUPR officially counts 

[15]. 

Determining Confidence Threshold 

Model training is conducted out utilizing the Darknet 

framework. If mAP continues to rise, the process will 

continue [14]. Figure 2 shows the result. During 

training, the mAP varies between 50 and 70% but 

stabilizes at 60%. As a result, the training process 

came to an end before it could progress any further. 

Consequently, the 4000th iteration is used for the 

detection model with the greatest mAP (66.17%). 

 

figure 2. Training Result 

 
Threshol d TP FP  

0.1 472 151 

0.2 465 125 

0.3 458 115 

0.4 454 103 

0.5 453 94 

0.6 447 85 

0.7 442 79 

0.8 431 68 

0.9 417 58 

1.0 0 0 

 

 

Table 3. Confidence Threshold 
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                                  limitations, futu work will focus on expanding the dataset 

to encompass a broader range of scenarios and 

Time AVG 

Accuracy 

Per Interval 

AVG 

Accuracy 

per Class 

 

AVG 

Accuracy 

Total 

improving detection accuracy by mitigating issues such 

as weather, lighting variations, and object blurring. 

Additionally, enhancements in network connectivity and 

computational capabilities are suggested to optimize 

upload and detection speeds, respectively, thereby 

enhancing overall system performance. 
 

 

 

 

Table 4. Estimation Error Result   

 

Error Estimation Result for Counting 
Objects 

After training  the model and selecting the thre
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the following step is to calculate the actual detection and 

counting results after transferring the YOLO weights from 

the Darknet framework to TensorFlow. Testing was 

conducted using a one-hour video shot from Cipali Highway 

between 17:00 and 18:00, which includes both daylight 

and nighttime footage. Table 4 shows the accuracy results 

obtained by computing this model counting and 

categorizing results with manual counting and cars from the 

video. It is also represented as accuracy using the formula: 

100% subtracted by estimation error [15]. 

CONLUSION 

 

This research introduces a non-real-time system for vehicle 

detection employing YOLOv4 model and TensorFlow. 

YOLOv4 locates and categorizes vehicles, while object 

tracking is handled by the Deep SORT algorithm. The 
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training and testing purposes. The model achieves a mean 

Average Precision (mAP) of 66.17% on the testing dataset, 
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for vehicle classification and counting within specific 
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